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Abstract: Oral diagnosis simply refers to the analysis of the inside of the mouth. Effective 

treatment of any oral disease is possible only if a correct and accurate diagnosis is made. Oral 
diagnosis in the field of dentistry involves the examination and detection of all problems inside and 
outside the oral cavity, as well as finding the relationships between them, using scientific knowledge. 
Thus, it helps to formulate a final accurate treatment plan based on the findings collected. Effective 
treatment of any dental problem requires an accurate diagnosis. Diagnosis involves gathering 
information by collecting analysis and conducting a clinical examination of the patient. This is 
confirmed by using various diagnostic tools, and more accurate and detailed information is obtained 
from these diagnostic tools. 

Keywords: Diagnosis, internal analysis, Dentistry, effective treatment, treatment plan, 
Dental diseases. 
 

 

Introduction 
Oral diagnosis simply refers to the analysis of the inside of the mouth. Effective treatment of 

any oral disease is possible only if a correct and accurate diagnosis is made. Oral diagnosis in the 
field of dentistry involves the examination and detection of all problems inside and outside the oral 
cavity, as well as finding the relationships between them, using scientific knowledge. Thus, it helps 
to formulate a final accurate treatment plan based on the findings collected. Effective treatment of 
any dental problem requires an accurate diagnosis. Diagnosis involves gathering information by 
collecting analysis and conducting a clinical examination of the patient. This is confirmed by using 
various diagnostic tools, and more accurate and detailed information is obtained from these diagnostic 
tools. 

The tools and algorithms used in the diagnosis of dental diseases are developed based on a 
number of important principles and requirements. These principles and requirements are listed below. 

Accuracy and Reliability Accuracy Diagnosis must be accurate. Algorithms must have high 
accuracy in accurately identifying diseases. Diagnoses must be reproducible and produce the same 
results under different conditions.Fast Analysis The analysis process must be fast, which is important 
for doctors and patients. Getting fast results speeds up medical decisions. Efficiency Anlysis 
algorithms must require few resources and work efficiently. This is especially important in limited 
environments.Re-learning ability Algorithms must adapt to new information and update themselves. 
This is important in the learning process.Interface Provide a user-friendly interface. It should be easy 
to use and understandable for doctors and medical staff.The requirements for dental disease detection 
tools and algorithms are significant. It is necessary to take into account such principles as high 
accuracy, speed, efficiency and ease of use. In the process of analyzing recognition algorithms, 
convolutional neural networks, transfer learning, segmentation and traditional machine learning 
methods play an important role. These tools and methods increase the efficiency of medical image 
analysis. 
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Related works 
Object recognition algorithms include the following. Object detection is an important and 

challenging area of computer vision and has been the subject of extensive research [1]. The goal of 
object detection is to detect all objects and classify them. It has been widely used in autonomous 
driving [2], pedestrian detection [3], medical imaging [4], industrial detection [5], robot vision [6], 
intelligent video surveillance [7], and remote sensing images [8]. In recent years, deep learning 
methods have been applied to object recognition [9]. Deep learning uses low-level features to form 
more abstract high-level features and hierarchically represent data to improve object recognition [10]. 
Compared with traditional recognition algorithms, object recognition methods based on deep learning 
have better performance in terms of robustness, accuracy, and speed for many classification tasks. 
YOLO (You Only Look Once) This algorithm allows for fast object detection in real time. Newer 
versions of the YOLO algorithm (YOLOv3, YOLOv4, YOLOv5) are widely used in the field of 
computer vision and object detection. 

 Faster R-CNN (Faster Region-based Convolutional Neural Network): This algorithm is used 
for object detection and classification. It determines the location and type of the object. Faster R-
CNN is one of the widely used algorithms. SSD (Single Shot MultiBox Detector) This algorithm 
quickly detects an object and determines its location. In the SSD algorithm, object detection and 
location determination are performed simultaneously. 

Mask R-CNN This algorithm is used for object dction and segmentation. Mask R-CNN not 
only de object, but also detects its contour. 

RetNet This algorithm is used for object detection and its location. Unlike other algorithms, 
RetNet works well in cases where there is a large difference between objects. 

Viola-Jones algorithm This algorithm is used to detect faces and other objects. It is designed 
to run in a short time.The above algorithms are among the most widely used algorithms in the field 
of computer vision and object recognition. They are used for various tasks, such as object detection, 
localization, segmentation, and classification.Among the analyzed algorithms, the most effective 
algorithm for object recognition is the Yolo model. 

III. method. YOLO (You Only Look Once) Fast Object Detection Algorithm. Object 
detection is a computer vision task that involves identifying and locating objects in images or videos. 
It is an important part of many applications such as surveillance, self-driving cars, or robotics. Object 
detection algorithms can be divided into two main categories: one-shot detectors and two-shot 
detectors. Object detection algorithms are divided into two categories based on the number of times 
the same input image is transmitted over the network. 

 

Figure 1. Block diagram of single-stage. 

Single-pass object detection uses a single pass of the input image to predict the presence and 
location of objects in the image. It processes the entire image in a single pass and is efficient in 
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counting them. However, single-pass object detection is generally less accurate than other methods 
and is not as effective at detecting small objects. Such algorithms can be used for real-time object 
detection in resource-constrained environments.[11]. 

 
Figure 2. General Yolo architecture. 

 
The YOLO (You Only Look Once) algorithm has developed different versions, each with its 

own advantages and disadvantages. The YOLO v1 model has the advantages of real-time operation, 
simple architecture, easy understanding and implementation. It has disadvantages such as errors in 
detecting small objects and close objects, limited location accuracy, and uncertainty in detecting 
square lines. 

 
Figure 3. Yolo v1 model architecture. 

 
YOLOv2 (YOLO9000) Improved accuracy Improved accuracy compared to YOLOv1, Multi-

scale training, Ability to train on images of different sizes, More objects to learn Can detect more 
than 9000 objects. Complexity This is a disadvantage of the Yolo v2 model, which has a more 
complex architecture than YOLOv1. 

 
Figure 4. Yolo v1 and Yolov2 model comparison analysis. 
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The Yolo v2 object detector uses a single-stage object detection network. The Yolo v2 is faster 
than two-stage deep learning object detectors such as regions with convolutional neural networks 
(Faster R-CNNs). The Yolo v2 model learns the CNN deeply on the input image to produce network 
predictions. The object detector decodes the predictions and generates bounding boxes[12]. There are 
a number of important differences between Yolo v1 and Yolo v2. Below are the layers of each version 
and their differences.The Yolo v1 model accepts a 448x448 pixel image input in the input layer, while 
the Yolo v2 model accepts a 416x416 pixel input layer. 

The Yolo v1 model consists of 24 convolutional layers in the convolutional layer. The Yolo 
v2 model uses 19 convolutional layers, 1x1 layers.In the pooling layer, the Yolo v1 model uses 
traditional max pooling layers. In the Yolo v2 model, the locations of the Pooling layer have been 
changed. 

The output layer of the Yolo v1 model uses a 7X7 grid, with 2 squares in each grid. In the 
Yolo v2 model, it uses a 13x13 grid, with 5 squares in each grid.The main advantages of the Yolo V2 
model over the Yolo v1 model are its improved accuracy and speed. 
High detection efficiency Yolo v2 can run on less powerful edge devices, but it also has the 
disadvantage of not being able to detect small objects.[54] Yolo v3 model performance is improved 
in detecting objects at long distances, high accuracy in detecting large and small objects, using 
Darknet-53 architecture, fast and efficient feature extraction, multiple output levels, high accuracy in 
detecting objects of different sizes. Disadvantages Slightly slower than Yolo v2, resource-intensive, 
requires more computing power and memory. 

There are significant differences between Yolo v3 and older versions in terms of speed, 
accuracy, and class specificity. Yolo v2 and Yolo v3 differ in terms of accuracy, speed, and network 
architecture. Yolo v2 was released in 2016, two years before Yolo v3.[13] Advantages of Yolo v4 
model Learning speed, faster learning compared to Yolo v3, Accuracy, another step forward, uses 
several new techniques, balances speed and accuracy, has high accuracy in real time. Disadvantages 
Complexity, increased complexity due to new layers and techniques added, requires more time to 
train. 

The main differences between the Yolo v3 and Yolo v4 models are in the architecture. The 
Yolo v3 model uses the Darknet-53 architecture, while the Yolo v4 model uses the CSPDarknet-53 
architecture, which improves the efficiency of the model. In the convolutional layer, the Yolo v3 
model has 53 convolutional layers, mainly 3x3 and 1x1 layers, while the Yolo v4 model has 24 
convolutional layers, but there are CSP and new layers added. The activation functions are the ReLU 
activation function in the Yolo v3 model, and the Mish activation function in the Yolo v4 model, 
which improves the learning process. Efficiency High speed in the Yolo v3 model, but poor accuracy, 
Improved speed and accuracy in the Yolo v4 model, improved to extract more features. 

 

 
Figure 6. Evaluating object recognition of the Yolo v5 model. 
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The differences between YOLOv3 and YOLOv4 are evident in the layer structure, 
architecture, and performance. YOLOv4 offers improved accuracy and speed over YOLOv3 with 
newly added layers and optimizations, which allows for more efficient object detection. Yolo v4 is a 
powerful and efficient object detection model that balances speed and accuracy. Yolo v4 can be 
trained and used by anyone with a simple GPU computer, making it suitable for a wide range of 
applications [56]. Advantages of the Yolo v5 model: Easy implementation, written in PyTorch and 
user-friendly, lightweight model, fast performance and low resource requirements, automatic training 
and optimization, more flexibility in the model learning process, disadvantages: There are some 
problems with detecting small objects. 

The Yolo v5 model can process images several times faster than the EfficientDet Yolo v4 
model[14].The Yolo v5 and Yolo v6 models are efficient and fast convolutional neural networks for 
object detection. Each version has its own layer structure and optimizations. The main differences 
are listed below. 

The main differences are that the Yolo v5 model uses the Darknet architecture in its 
architecture. The Yolo v6 uses an architecture supplemented with CSP layers and new optimizations. 
Convolutional layers The Yolo v5 model has 46 convolutional layers, the Yolo v6 model has 35 
convolutional layers, but with more efficient designs. In the Pooling and Activation layers, the Yolo 
v5 model uses Max pooling and average pooling, while the Yolo v6 model uses optimized pooling 
layers, while the Yolo v5 model is fast, but has errors in detecting some objects. 

Yolo v6 model advantages CSP Layer Efficient data transfer and reduce computational 
burden, RepConv layer More efficient feature extraction through Reparameterized Convolution layer. 
High accuracy Improved in detecting large and small objects. Speed optimized Architecture, enables 
fast performance, Efficient Layer Design, layer design for increased speed. Flexibility, Data 
Augmentation, Strengthen the model in different conditions. Automatic Training, Automatic model 
selection and training options are available. 

 
Figure 7. Yolo v6 model performance test. 

 
The Yolo v6 model is an improvement over the previous Yolo v5 model, with a 51% 

improvement in speed compared to the detectors [15]. 
The Yolo v7 model operates at high speed, making it ideal for real-time object detection. The 

model's performance has also been improved. Yolo v7 shows high accuracy in detecting many objects 
at the same time. This makes the model reliable even in complex scenes, and the model is able to 
work with high-dimensional images, which increases accuracy. Yolo v7 is easy to adapt to various 
data sets, which allows it to be used in many different tasks. The model architecture is modular, which 
can be easily extended and modified, Yolo v7 allows the use of existing models during the training 
process, which saves time for new tasks, and supports advanced methods using new technologies and 
algorithms, which increases the overall efficiency of the model. 
Comparison of YOLOv7 and YOLOv6 Compared to the previous most accurate YOLOv6 model 
(56.8% AP), the YOLOv7 real-time model achieves 13.7% higher AP (43.1% AP) on the COCO 
dataset. 
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Comparing the lighter Edge model versions on the COCO dataset under the same conditions 
(V100 GPU, batch=32), YOLOv7-tiny is more than 25% faster, achieving a slightly higher AP 
(+0.2% AP) than YOLOv6-n.[16]. 

 
Figure 8. Yolo v8 model performance test. 

 
The Yolo v8 model is the latest version of the YOLO (You Only Look Once) family of 

models, and offers a number of new features and improvements. With high accuracy, Yolo v8 can 
detect objects more accurately and quickly, which helps it work efficiently even in complex scenes. 
This model provides high accuracy while maintaining speed, which is useful for real-time work. The 
new architecture YOLOv8 is known for its updated architecture, which includes more efficient 
features and allows for more efficient use of computing resources. The model can be easily adapted 
to existing datasets, which saves time for new tasks. Yolo v8 has a modular structure, allowing users 
to modify and optimize the model according to their needs. The model is able to work effectively 
with high-dimensional images, which increases accuracy. Yolo v8 comes with many new features 
and capabilities, including expanded support for analyzing new images and videos. This model can 
be easily integrated into existing systems or applications. 

Yolo v9 uses Yolo v7 as the base model and improves upon it. Yolo v9 introduces four 
important concepts, namely programmable gradient input (PGI), generalized efficient layer 
aggregation network (GELAN), data blocking principle, and recursive functions. YOLOv9 now has 
the capabilities of object detection, segmentation, and classification. 

 
Figure 9. Yolo v9 model performance test. 

In general, among the available methods, YOLO MS-S for lightweight models, YOLO MS 
for medium models, YOLOv7 AF for general models, and YOLOv8-X for large models are the most 
efficient methods. Compared to YOLO MS for lightweight and medium models, YOLOv9 has about 
10% fewer parameters and requires 5-15% fewer computations, but it still shows a 0.4-0.6% 
improvement in Average Accuracy (AP). Compared to YOLOv7 AF, YOLOv9-C has 42% fewer 
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parameters and 22% fewer computations, while maintaining the same AP (53%). Finally, compared 
to YOLOv8-X, YOLOv9-E has 16% fewer parameters, 27% fewer computations, and a significant 
improvement in AP of 1.7%. In addition, an ImageNet pre-trained model is also included for 
comparison, and it is based on the parameters and the amount of computation the model takes. RT-
DETR showed the best result considering the number of parameters. 

Combining PGI and GELAN in the YOLOv9 design shows strong competitiveness. With this 
combination, YOLOv9 is able to reduce the number of parameters by 49% and the number of 
calculations by 43% compared to YOLOv8. Despite these reductions, the model still achieved an 
average accuracy improvement of 0.6% on the MS COCO dataset [17].The computational complexity 
of the Yolo v9 model increases with increasing data, and the ability of the new model to adapt to 
different environments and tasks is limited compared to the previous versions. The shortcomings of 
the Yolo v9 model are that there is room for further improvement of the model. 

When experimenting with the Yolo v9 model on the detection of cavities from dental X-ray 
images, the following results were obtained. 

The proposed model algorithm is shown below (Fig-1). 

 
Figure 10. proposed algorithm. 

Experimental results. To identify dental diseases from dental X-ray images, a data set of 
dental X-ray images of healthy teeth, dentures, gums, and pulp disease was formed (Table 1). 
 

Tablet 1. collection of structured data from dental X-ray images to detect dental diseases. 
№ train validation test 

1 137 68 68 
 
The figure below shows the results obtained from the above dataset based on the proposed model. 
(Figure 10) 
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Figure 11. Dental X-ray image diagnosis. 

 
When trained using the above database using the Yolo v9 model, it produced the above result. 

 
Figure 12. Model performance accuracy. 

 

 
Figure 13. F1 error of the model. 

 
CONCLUSION 

Oral diagnosis simply refers to the analysis of the inside of the mouth. Effective treatment of 
any oral disease is possible only if a correct and accurate diagnosis is made. Oral diagnosis in the 
field of dentistry involves the examination and detection of all problems inside and outside the oral 
cavity using scientific knowledge, as well as finding the relationships between them. Thus, it helps 
to formulate a final accurate treatment plan based on the findings collected. Effective treatment of 
any dental problem requires an accurate diagnosis. Diagnosis involves gathering information by 
collecting an analysis and conducting a clinical examination of the patient. This is confirmed by using 
various diagnostic tools, and more accurate and detailed information is obtained from these diagnostic 
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tools. The most effective model for detecting dental diseases from X-ray dental images using the 
algorithms and models analyzed above is the Yolo v9 model, which has much better accuracy than 
the Yolo v8 model, and its performance speed has also improved significantly. 
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